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ABSTRACT: Today biological data like protein sequence and DNA sequence is increasing at vast rate due to improvement of technologies. From this 
vast data we have to derive the hidden knowledge so that it is used in wide range of areas to design drug, to indentify disease, and in classification of 
protein sequence etc. Today most of the researchers show their keen interest in finding unknown protein sequence and classify them in already defined 
protein sequence family. Data mining consist of number of techniques used to extract the knowledge for this vast biological data. One of the important 
areas of research is to classify protein sequence into different families, classes and sub classes. Feature selection also plays an important role in 
sequence classification as it increase the accuracy of classifier SVM. A number of different classification techniques or algorithms have been proposed 
by different researchers to classify protein sequences. This paper explains various techniques used by different researches in classifying the proteins 
and also provides an overview of different protein sequence classification methods. 

Keywords: Protein sequence, SVM classifier, DNA sequence, Feature selection. 

——————————      —————————— 
 

1 INTRODUCTION 

IOINFORMATICS is the field which consist of more than 
one branch of learning. As It is the field of science which 

combines together computer science, statistics, mathematics, 
and engineering to analyse and interpret biological data, it is 
called as interdisciplinary field. It develops a methods and 
software tools for understanding biological data. It is the 
application of computer technology to the management of 
biological information. The main objectives of bioinformatics 
were storing, extracting, organizing, analysing, interpreting 
and utilizing the information from the biological sequences 
and molecules. Molecular biology is one of the areas of 
bioinformatics that use techniques of bioinformatics such as 
image and signal processing that allow extraction of useful 
results from large amount of raw data. It also plays an 
important role in the analysis of gene expression, protein 
expression, protein sequence and regulation. The genomics 
and proteomics generated a vast amount of biological data like 
DNA sequence, protein sequence and other data which are 
available for prediction. These data not only grow due to data 
sample that are available in our daily life but also due to 
increasing number of candidate features of various 
information. There are some classification techniques are there 
that specially used for protein sequence to extract specific 
features from sequences and these features are depend on 
functional  and structural properties of 20 amino acids and 
these features has to be reduced so that it can increase the 
efficiency of the classifier which is used to classify the protein 

sequence. This paper explains various feature extraction 
techniques and sequence classification techniques used by 
different researchers and also provide an overview of different 
protein sequence classification methods. The remainder of the 
paper is organized as follows: Section 2 provide with basic of 
sequence classification. In section 3, we discuss various 
methods developed by researches related to protein sequence. 
Section 4 with challenges in research and section 5 presented 
with conclusion. 

2. BASIC OF SEQUENCE CLASSIFICATION 

2.1 Sequence Classification Methods: 

The sequence classification methods can be divided into 
three large categories. (i) The first category is feature based 
classification, which transforms a sequence into a feature 
vector and then apply conventional classification methods. 
Feature selection plays an important role in this kind of 
methods. (ii) The second category is sequence distance based 
classification. The distance function which measures the 
similarity between sequences determines the quality of the 
classification significantly. (iii) The third category is model 
based classification, such as using hidden markov model 
(HMM), neural network, SVM and other statistical models to 
classify sequences. 

2.2 Protein Sequence Database: 

A number of protein sequence databases have been 
available. To conduct their research, the researchers can 
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download the sequences of various kinds of proteins datasets 
from the databases were it is stored. Some of the well known 
databases that available are The National Center for 
Biotechnology Information (NCBI) is part of the United States 
National Library of Medicine (NLM), UCI Machine Learning 
Repository, Protein Data Bank (PDB), Universal Protein 
Resource (UniProt), Swiss-Port, SCOP etc. 

An example of protein sequence of Gallus dataset is given 
below:  

MLGKNDPMCLVLVLLGLTALLGICQGGTGCYGSVSRIDTT
GASCRTAKPEGLSYCGVRASRTIAERDLGSMNKYKVLIKRV
GEALCIEPAVIAGIISTESHAGKILKNGWGDRGNGFGLMQV
DKRYHKIEGTWNGEAHIRQGTRILIDMVKKIQRKFPRWTR
DQQLKGGISAYNAGVGNVRSYERMDIGTLHDDYSNDVVA
RAQYFKQHGY 

3. RELATED WORKS: 

An overview of some of the classification techniques that 
have been developed to classify the protein are given below: 

3.1. Neural Network Model: 

Cathy wu, Michael Berry, Sailaja Shivakumar and Jerry 
Mclarty proposed neural network method for protein 
sequence classification based on already known 
structure/function of protein. The methods contains three-
layers input, hidden and output layer, input layer is used to 
represent sequence data, the hidden layer is to get information 
in non-linear parameters, and the output layer to represent 
sequence classes. The sequences are encoded in neural input 
vector by hashing method that counts the occurrence of n-
gram. The SVD (Singular Value Decomposition) is used to 
reduce the size of n-gram vectors and to extract semantics 
from the n-gram patterns. The SVD method was evaluated 
using many different n-gram vectors. The SVD computation 
can reduce the size of the network (i.e., input vector and 
weight matrix) by tens and hundreds of fold and improved 
the classification accuracy of the network. The SVD method 
also applies to nucleic acid sequences with very good results. 
Then a full-scale protein classification system has been 
implemented on a Cray supercomputer to classify unknown 
sequences into 3311 PIR (Protein Identification Resource) 
superfamilies/families. The accuracy level is close to 90%. The 
system could be used to reduce the database search time and 

is being used to help organize the PIR protein sequence 
database. 

3.2. Word Segmentation Techniques: 

Yang Yang1, Bao-Liang Lu1; 2_ And Wen-Yun Yang 
proposed a word segmentation technique that is a 
segmentation-based feature extraction method for protein 
sequence classification. The extracted features include selected 
words, i.e., substrings of the sequences, and also motifs 
specified in public database. They are segmented out and their 
occurrence frequencies are recorded as the feature vector 
values. Here to find the most discriminate features, text 
processing techniques were adopted and they selected high-
frequency k-mers and conducted a segmentation to calculate 
the feature vectors for predicting protein subcellular 
localization. The experiments were conducted on two protein 
data sets, one is a set of SCOP families, and the other is G-
Protein-Coupled Receptors (GPCRs family). The method 
proposed not only results in an extremely condensed feature 
set, but also achieves higher accuracy. 

The method consists of three major steps. First step is building 
a dictionary by collecting all the 20 amino acids and certain 
number of meaningful k-mers according to some criterion. In 
the second step, segmentation algorithm is applied and 
corresponding matching process is conducted on the 
dictionary. In third step, sequences are converted into feature 
vectors based on the segmentation results. To built a 
dictionary, statistical methods were used on training data set. 
First a maximum word length MaxLen should be set, here 
number four is the best bound of k which specifies the set of k-
mers from which words are selected and the most frequently 
presented strings are usually words, thus k-mers’ appearance 
times are calculated and k-mers which widely presented are 
put into dictionary. Then to find the discriminating words tf -
idf and entropy value 9 could be used. 

Next segmentation is done by matching sequences with words 
in the dictionary; Maximum Matching (MM) algorithm is 
used. In the algorithm, given a dictionary D and a sequence S 
whose length is N, segNo[1 _ _ _N] and wordLen[1 _ _ _N] are 
two arrays recording the number of segments which have 
been identified from each amino acid to the end of S, and the 
length of word segmented from each position, respectively. 
They are initialized as zero arrays. maxLen stands for the 
maximum length of words. We selected N top ranked words 
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according to certain measure, and converted each protein to 
N-dimensional feature space. The LibSVM version 2.612 is 
chosen as our classifier. The proposed method achieves higher 
accuracy with 92.6 and 88.8% accuracy, respectively. 

3.3. Feature Hashing Technique: 

Cornelia Caragea, Adrian Silvescu, Prasenjit Mitra has used 
the feature hashing technique for protein sequence 
classification, where the original high dimensional space is 
“reduced” to lower-dimensional space by using a hash 
function to the features ie, mapping features to hash key, 
where multiple features can be mapped to the same hash key 
and aggregating their counts. Here the feature hashing with 
the “bag of k-grams” and found that this technique is an 
effective approach to reduce the dimensionality on protein 
sequence classification tasks. This new approach is also used 
for text classification, which is very inexpensive and very 
effective approach to reduce the number of features. Three 
issues were handled in this method:  

1. What is the effect of hash size on performance of protein 
sequence classifiers that use hash features and what is the 
hash size which at which the performance stars degrading, 
due to hash collision. 

2. How effective is the hashing on k-gram representation? 

3. What is the performance of hash technique compare to 
feature selection?  

 

To answer the above question, first pre-process the data by 
generating the k-grams for the collected sequence ie, 
generating all contiguous sub-sequences of length k, for 
various values of k, which was done by sliding a window of 
length k over sequences in each data set. If k-gram does not 
appear in the data set, it is not taken as feature. The feature 
hashing is applied in two setting, first generate all k-gram 
with fixed length ie, k=3, second generate all k-grams with 
various length k ie, k=1,2,3& 4. Thus this setting uses the 
union of k-gram ie, unigram, 2-gram, 3-gram or 4-gram is 
hashed into hash key with variable length. Then the Support 

Vector Machine (SVM) classifier on hash features for above 
both setting and investigates the influence of hash size on the 
performance of the classifier. It is noted the performance of 
SVMs trained on fixed length k-gram is worse than that of 
SVM classifiers trained on variable k-gram representation, it 
shows the highest performance with accuracy of 82.33%. The 
result of the experiment showed that feature hashing is an 
effective approach for reducing the dimensionality on protein 
sequence classification tasks. 

3.4. Feature Selection Technique: 

K.Radha, C.Akila, The feature selection is also known 
as attributing selection or variable subset selection. It does not 
alter the original representation of features. It is the process of 
selecting a subset of relevant features to use in model 
construction. Feature selection techniques remove the 
repeated and irrelevant features to improve the classification 
of sequences. It preserves the original semantics of the 
features. The goal of this technique is to find the best features 
subsets that improve the scoring function above. The accuracy 
obtained by using this method is 80.13%.  The main reason for 
using feature selection technique is, it is a simplification 
models to make them easier to interpret by researchers, 
shorter training times and enhanced generalization by 
reducing overfitting. Feature selection techniques are used 
where there are many features and comparatively few 
samples. Latent Dirichlet Allocation (LDA), Probabilistic 
Latent Semantic Analysis (PLSA) and Latent Semantic 
Indexing (LSI) are some of the feature selection techniques 
designed to find the hidden topics. 

3.5. Rough Set Classifier: 

Ramadevi Yellasiri,C.R.Rao proposed Rought Set Classifier. 
It is the machine learning method which has the concept of set 
theory to make decision. The indiscernibility relation that 
produces minimal decision rules from training examples is the 
important notation in this method. To identify the set of 
feature, if-else rule is used on the decision table. This method 
can handle large volume of protein sequence for classification 
based on structural and functional properties of protein. It is a 
hybridized tool comprising sequence Arithmetic, Rough Set 
Theory and Concept Lattice which reduce the domain search 
space to 9% without losing the potentiality of classification of 
protein. The accuracy level of this classifier is 97.7%. Instead of 
classifying protein sequence into classes or sub classes, this 
model provide small know sequence from a long unknown 
protein sequence. Thus this model required extra time and 
space for further classification of the output sequence into 
classes or subclasses. 
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3.6. KNN and Support Vector Machine (SVM): 

Amit kumar Banerjee & Vadlamani Ravi &U.S.N Murty & 
Sengupta proposed KNN and Support vector machine method 
to compute protein physicochemical and structural properties 
of protein sequences for classification of HK protein family 
and their variable influence for different bacterial genera. 
KNN is the simple but effective classification algorithm used 
here. KNN applies all the training inputs during testing phase 
of data classification. All input vectors in this algorithm are 
assumed to be in an n-dimensional Euclidean feature space, 
and classes are arranged based on the k-closest training inputs 
computed through Euclidean distances in the metric space. 
The Euclidean distance for 𝑑𝑑�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 �, where 𝑥𝑥𝑖𝑖  and 𝑥𝑥𝑗𝑗  are two 
different input vectors in the feature space are computed by 
applying the equation: 

𝑑𝑑�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 �  = �∑ �𝑎𝑎𝑎𝑎(𝑥𝑥𝑖𝑖) − 𝑎𝑎𝑎𝑎�𝑥𝑥𝑗𝑗 �� ²𝑎𝑎=𝑛𝑛
𝑎𝑎=1  

 

SVM is a universal constructive learning procedure based on 
the statistical learning theory [1]. It is a machine learning 
technique based on the structural risk minimization principle 
that minimizing the true error and performs classification by 
constructing an N-dimensional hyperplane that optimally 
separates the data into two categories and correctly classifies 
data points as much as possible. SVM first formulates a 
constrained optimization problem and then solves it using 
Constrained Quadratic Programming. Optimal hyperplane for 
classification is done using the dot product functions in 
feature space called kernels. The solution of the optimal 
hyperplane can be written as a combination of a few input 
points that are called support vectors. Given a set of points b 
∈ R with I=1…N. Each point 𝑥𝑥𝑖𝑖  belongs to either of two classes 
with the label 𝑦𝑦𝑖𝑖 ∈  {−1, +1}�, The set S is linearly separable if 
there exist   𝑤𝑤 ∈ 𝑅𝑅𝑛𝑛   and b  R such that, 

              �
𝑤𝑤𝑇𝑇𝜑𝜑(𝑋𝑋𝑖𝑖) + 𝑏𝑏 ≥ +1, 𝑦𝑦𝑖𝑖  = +1,

𝑤𝑤𝑇𝑇𝜑𝜑(𝑋𝑋𝑖𝑖) + 𝑏𝑏 ≤ −1,𝑦𝑦𝑖𝑖  = −1,

� 

which is equivalent to 

              [ 𝑤𝑤𝑇𝑇𝜑𝜑(𝑋𝑋𝑖𝑖) + 𝑏𝑏] ≥ 1, 𝑖𝑖 = 1 … . . ,𝑁𝑁. 

The nonlinear function 𝜑𝜑(.) maps the input space to a high -
dimensional feature space. In this feature space, the above 
inequalities basically construct a hyperplane 𝑤𝑤𝑇𝑇𝜑𝜑(𝑥𝑥) + 𝑏𝑏 =

0 discriminating between both classes for a typical two-
dimensional case. By minimizing  𝑤𝑤𝑇𝑇w, the margin between 
two classes is maximized. SVM and KNN algorithms were 
applied and the accuracy for both the algorithms were 
successful in attaining the mark of 91 % but tremendously 
varied in number of selected attributes which was 32 for SVM 
and only 18 in the case of KNN out of a total of 57 attributes. 

3.7. N-gram patterns: 

John K. Vries,1* Xiong Liu,1,2 and Ivet Bahar1 proposed N-
gram patterns that provide useful means for classifying and 
characterizing proteins. An n-gram pattern (NP{n,m}) in a 
protein sequence is a set of n residues and m wildcards in a 
window of size n+m. Each window of n+m residues in a 
sequence is associated with a collection of NP{n,m} patterns 
based on the combinatorics of n+m objects taken m at a time. 
Any protein sequence can be parsed into a series of 
overlapping n-gram patterns by advancing a window of size 
n+m along the sequence. NP{n,m} patterns that are shared 
between sequences shows relationships. Theoretically, NP{4,2} 
patterns also shows the secondary structure propensity since it 
contain all possible n-grams for 1 <n< 4 and a window of 6 
residues is taken to predict periodicities in 2 < n< 5 range. The 
accuracy of this method is 75.2%. In [10], the N-gram is used 
for feature extraction as the protein is made up of combination 
of 20 amino acids. The n-gram features are a pair of values (vi, 
ci), where vi is the feature i and ci is the counts of this feature 
in a protein sequence for i = 1, ··· , 20n. In general, a feature is 
the number of occurrences of an animal in a protein sequence. 
These features are all the possible combinations of n letters 
from the set. For example, the 2-gram (400 in total) features are 
(AA, AC, ··· , AY, CA, CC, ··· , CY, ··· , Y A, ··· ,YY ). Consider a 
protein sequence example V AAGT V AGT, its corresponding 
2-gram feature vector are {(V A, 2),(AA, 1),(AG, 2),(GT, 2),(TV, 
1)}.Each sets of n-grams features, i.e., en and an, from a protein 
sequence will be scaled separately to avoid skew in the counts 
value using the formula: �̅�𝑥  = 𝑥𝑥

𝐿𝐿−𝑛𝑛+1
  where 𝑥𝑥 represents the 

count of generic gram feature, 𝑥𝑥  is the normalized 𝑥𝑥, which 
will be the inputs of the classifiers; 𝐿𝐿 is the length of the 
protein sequence and 𝑛𝑛 is the size of n-gram features. 

3.8. Extreme Learning Machine (ELM): 

Dianhui Wang, Guang-Bin Huang proposed Extreme 
Learning Machine (ELM) with sigmoidal activation function 
and Gaussian RBF kernel function for protein sequence 
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analysis which is recently developed algorithm . Protein 
sequences are classified into the same class if they have high 
homology in terms of feature patterns extracted through 
sequence alignment algorithms. A comparative study also 
conducted between ELM and the neural network classifier - 
Backpropagation Neural Networks. Results show that ELM 
needs up to four orders of magnitude less training time 
compared to BP Network. The classification accuracy of ELM 
is also higher than that of BP network. ELM is a new learning 
algorithm for Single-hidden Layer Feedforward neural 
Networks (SLFNs) which are either additive neurons or kernel 
based schemes. For additive neurons based SLFNs one may 
randomly choose and fix the input weights ie, linking the 
input layer to the hidden layer and linking the hidden layer to 
the output layer of SLFNs ie, analytically determine the output 
weights. ELM tends to have good generalization performance 
and can be implemented easily. The ELM algorithm is a 
adjustment methods that can avoid the difficulties like non-
differential activation functions nor prevent the troubling 
issues such as stopping criteria, learning rate, learning 
epoches, and local minima.The three main steps involved in 
ELM algorithm can be summarized as:Given a training set ϗ =  
{(xi, ti)|xi ∈ Rn, ti ∈ Rm, i = 1, ... ,N}, activation function  g or 
kernel function φ, and hidden neuron or kernel number 𝑁𝑁�, step 
1 Assign randomly input weight wi and bias bi for additive 
neurons or impact  width  μi  and  center  σi,  i = 1,... 𝑁𝑁�,. step 2 
Calculate the hidden layer output matrix H. step 3 Calculate 
the output weight β: β = H†T. The average best performance 
obtained by ELM with sigmoid and RBF kernels are 88.03% 
and 87.612% respectively while the average best 
generalization performance obtained by BP is 86.929%, thus 
ELM can obtain better generalization than BP. 

3.9. Discriminative Descriptors Substitution Matrix 
(DDSM): 

Rabie Saidi1,2,3,4, Mondher Maddouri 4,5, and Engelbert 
Mephu Nguifo proposed a novel encoding method that uses 
amino-acid substitution matrix to define protein sequence 
classification based on similarities between motif. This paper 
deal with preprocessing of supervised classification. This 
method neglects the fact that some amino acids have similar 
properties and therefore they can substitute each other while 
changing neither the structure nor the function. The similarity 
between motifs is based on the similarity between 20 amino-
acid .Since the mutation between 20 amino-acid are scored by 
20*20 matrixes called substitution matrix. Sm(X,Y) is the 

substitution score of the motif Y by the motif X and it is 
computed using formula: 

                𝑆𝑆𝑚𝑚(𝑋𝑋 ,𝑌𝑌)=∑ 𝑆𝑆(𝑋𝑋[𝑖𝑖],𝑌𝑌[𝑖𝑖])𝑎𝑎
𝑖𝑖=1

 

For better classification DDSM also consider combination with 
(DDSM &C4.5),(DDSM & SVM) and (DDSM & NB). The 
higher accuracy can be obtained by using combination DDSM 
& SVM) and (DDSM & NB) with accuracy level 82.3% and 
85.9%. 

TABLE 1 
 

Summary of Above Techniques 
 

S
.
N
o 

Summary of Above Techniques 
 

Techniques 
 

 
Accuracy 
Level 
 

 
Classification 
Based On 
 

1. 

 
Neural 
Network 
Model 
 

90% structure/function 

2. 

 
Word 
Segmentation 
Techniques 

 
92.6 and 
88.8% 

segmentation-
based feature 
extraction 

3. 

 
Feature 
Hashing 
Technique 
 

82.33% 
variable length 
k-gram 

4. 

 
Feature 
Selection 
Technique 
 

80.13% 
Based on 
attribute or variabl
e subset 

5. 
Rough Set 

Classifier 
 
97.7% 

 
specific feature 

6. 

KNN and 
Support Vector 
Machine 
(SVM) 

For both 
91% 

physicochemical 
and structural 

7. 
N-gram 
pattern 75.2% NP{n,m}   Pattern 

based 
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8. 

Extreme 
Learning 
Machine 
(ELM) 

88.03% 
and 
87.612% 

Feature pattern 
Based 

9. 

Discriminative 
Descriptors 
Substitution 
Matrix 
(DDSM) 

82.3% 
and 
85.9% 

Motif 

 

4. CHALLENGES IN RESEARCH: 

In a Bioinformatics the protein sequence classification is one 
of the important area were the protein sequence has to be 
classified into different families, classes or sub classes. There 
are number of Data mining technique available to do this 
classification. Even though the techniques are available their 
also some challenging issues and difficulties faced by the 
researchers while undergone this task. Some important 
challenges in research are: 

• In protein sequence classification, the dataset that 
used for research containing large volume of features 
which may be insignificant or even affect the process 
of learning. Such noisy data may cause a worse 
situation such as confusing the mined information or 
hiding the impact caused by the true value. 

• In case self organized map (SOM) network there is no 
chance of back propagation. But to reach a particular 
goal and increase the accuracy level of the 
classification back propagation is most important 
technique. In back propagation based model, there is 
a chance to move to the previous steps. 

• Computational cost is a major problem which is being 
faced when input dataset is very large. This has to 
taken in account by the researchers while finding new 
techniques. 

• One of the possible ways to predict the function of 
sequence is by predicting the folded 3D structure of a 
protein from its sequence and then uses features of 
that structure to infer catalysis (biological reaction), 
binding partners, or other functional properties. 
Function prediction based on structure has been one 
of the “Grand Challenge”. 

• As data by data analysis are conducted in FUZZY 
ARTMAP model, storage and time consuming is very 
high in this model and the computational complexity 
also high in FUZZY model. This model also failed to 

process the physical relationships which are most 
important in this purpose. Hence the performance of 
this model has to be improved.  

• Even though the Rough set classifier used to extract a 
specific features from the sequence it took extra time 
and need extra space for computation and also it only 
gives knowledge based information. 

• Decision trees and neural networks, can only take 
input data as a vector of features and the sequences 
also do not have explicit features and the 
dimensionality of potential features may still be very 
high and the sequential nature of features is difficult 
to capture and the computation cost is very high for 
this. 

• Besides accuracy, other challenges in sequence 
classification are to speed up classification in order to 
handling a large amount of data and to train an 
interpretable classifier to gain knowledge about 
characteristics of protein sequences. 

• In some cases like protein sequence pattern 
recognition, some techniques fails to classify patterns 
with continuous features as the number of attributes 
is very large. 

• Feature selection method required large memory 
storage to store the vocabularies of k-grams which is 
very difficult for today’s large collection of sequences. 

• Drawback in Support and confidence based feature 
selection measure is, in this method is, it is not easy to 
select a good value for the minsup and minconf, this 
may affect the classification quality, it also does not 
consider the multiple occurrence of sequence feature 
in an input sequence. 

• In case of feature hashing, there is a significant loss of 
information while hash collision occurred between 
highly frequent features, with different class 
distribution. 

The above mentioned points are some of the challenging 
problems that have to be mainly focused by the researchers 
while finding new techniques for protein sequence 
classification. 

5. CONCLUSION: 

 In this paper, we provide a brief survey on protein 
sequence classification. We group sequence classification 
methods in feature hash based methods, segmentation-based 
feature extraction method, sequence distance based methods 
and structural based method. We also review the comparison 
study of sequence classification methods applied in different 
application domains. In this paper, we also highlight some of 
challenging issues faced by the researchers while doing 
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classification task for protein sequence. From this survey we 
clearly found that there is a problem in classifying complex 
sequence data which is still open at large. In future, different 
analysis has to be done and techniques has to found to 
increase the accuracy rate, better performance with less 
computational time and cost present challenges for future 
studies. 
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